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ABSTRACT
We examined the effect of rendering style and the interplay be-
tween attention and emotion in users during interaction with a
virtual patient in a medical training simulator. The virtual simula-
tion was rendered representing a sample from the photo-realistic to
the non-photorealistic continuum, namely Near-Realistic, Cartoon
or Pencil-Shader. In a mixed design study, we collected 45 partici-
pants’ emotional responses and gaze behavior using surveys and
an eye tracker while interacting with a virtual patient who was
medically deteriorating over time. We used a cross-lagged panel
analysis of attention and emotion to understand their reciprocal
relationship over time. We also performed a mediation analysis to
compare the extent to which the virtual agent’s appearance and
his affective behavior impacted users’ emotional and attentional re-
sponses. Results showed the interplay between participants’ visual
attention and emotion over time and also showed that attention
was a stronger variable than emotion during the interaction with
the virtual human.

CCS CONCEPTS
•Human-centered computing→Human Computer Interac-
tion; • Interaction paradigms→ Virtual reality.
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1 INTRODUCTION
Virtual humans (VHs) have been successfully employed for training
by multiple industry fields. For example, the medical arena incorpo-
rated this type of tool for instructing their employees. Healthcare
trainees can learn procedures and gain experience on identifying
signs and symptoms of deterioration by interviewing virtual pa-
tients (VP) [Jung et al. 2005]. However, in order to build an effective
virtual training tool, it is important to understand and control the
artistic and technical aspects of it. One key factor of the virtual
environment is the rendering algorithm that it will possess.

The appearance and behaviors of the virtual human will impact
the users’ visual attention and emotion distinctively. An investiga-
tion examined the effect of photo-realistic and non-photorealistic
render styles on participants’ emotions during interaction with
a virtual patient [Volante et al. 2016]. Results showed that users’
positive emotions decreased while negative emotions increased
over time in all the render conditions. Also, there is evidence that
humans’ visual attention is affected by the different rendering styles
of a VH [Carter et al. 2013]. Furthermore, there are indications that
emotional cues from virtual agents can influence human attention
and behavior [Beale and Creed 2009] and that emotion can influ-
ence the speed with which affective non-verbal expressions are
identified or recognized [Eastwood et al. 2001]. This is important,
considering that generating an emotional response from partici-
pants when working with learning systems is critical, as it seems
to strongly influence memory retention [Dunsworth and Atkinson
2007].

Additionally, studies showed that human emotion and atten-
tion are closely linked together. Reports suggest that emotional
responses can be regulated through visual attention manipulation.
Experiments in the neuroscience field demonstrated that users’ reg-
ulated their emotions when exposed to stressful stimuli by shifting
their visual attention [Corbetta and Shulman 2002]. This mecha-
nism is defined as “affect-biased attention” and refers to the se-
lective attention process by which sensory systems are tuned to
favor certain categories of affectively salient stimuli over others. For
example, by biasing perception towards certain types of positive
or negative stimuli, habitual affect-biased attention may modulate
emotional responses to stressful events [Wadlinger and Isaacowitz
2011].

Our current investigation focuses on the interplay between the
user’s visual attention and emotion during interaction with a vir-
tual patient in a medical training scenario. In a mixed design study,
users interacted with a VP presented in a distinct rendering style,
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Figure 1: The different rendering styles used in the experiment.

namely Near-Realistic (NR), Cartoon (CT) or Pencil-Shader (PS). In
this medical interactive simulation, the virtual patient’s vital signs,
appearance and cognitive processes decline across time. We col-
lected users’ emotional response and gaze in order to analyze their
reciprocal relationship over time. We also produced a mediation
analysis between attention and emotion over different conditions
of virtual human rendering.

The results from this studywill be beneficial for the virtual reality
(VR) community and for developers. Also, they will be useful for
simulations in which participants are expected to visually attend the
virtual human behavior since selecting the appropriate rendering
algorithm can deter or enhance users’ emotions and gaze which in
turn directly impacts the simulation success.

Finally, measuring how different rendering styles of virtual hu-
man alters the interplay between the users’ emotions and attention
has not been explored deeply yet. To the best of our knowledge,
the existing literature is mostly focused on understanding how
users’ attention or emotion was altered during interaction with
such stimulus.

2 RELATEDWORK
Attention is the means by which information is filtered and selected
for processing stimulus-driven and voluntary tasks [Posner 1982].
On the one hand, stimulus-driven tasks are strongly influenced by
the properties of the stimulus and are often processed involuntarily
and automatically. On the other hand, goal-directed tasks are mostly
processed voluntarily. For example, stimuli with strong exogenous
properties are often used as distractors while subjects perform
voluntary tasks [Vanhala et al. 2010].

Emotion is an event-focused process consisting of specific elicita-
tion mechanism based on the relevance of a stimulus that shapes an
emotional response across several systems (behavioral, physiologi-
cal, etc). Emotions are elicited as the individual evaluates situations
relevant to his/her needs, goals, values, and general well-being. The
detection of a relevant event elicits an adaptive emotional response
that mobilizes resources that allow the individual to cope with the
situation [Brosch et al. 2013].

Furthemore, emotion can also serve to draw or focus a user’s
attention, in both conscious and unconscious ways. Significant
emotional stimuli such as food, mating partners, or signals of threat
should be particularly effective cues to capture attention [Lang
et al. 2013]. For instance, it was found that fear-related pictures
of snakes and spiders were detected faster in grid-pattern arrays
of fear-irrelevant pictures (flowers and mushrooms [Öhman 2005].
Also, emotional expressions can influence the speed with which
emotional faces are identified or recognized [Eastwood et al. 2001].
Nevertheless, studies suggest that humans tend to be predisposed
to attend to certain categories of affectively salient stimuli over
others. Studies argue that this is a strategy humans use to increase,
maintain, or decrease components of an emotional reaction [Gross
2001; Todd et al. 2012]. This regulation encompasses a wide array
of mechanisms, characterized from implicit to explicit and reactive
to effortless, that can be applied in anticipation of, or in response
to, an emotional stressor [Eisenberg et al. 2010].

Furthermore, has been hypothesized that visual attention can be
used as a tool for emotion regulation [Wadlinger and Isaacowitz
2011]. Individuals can focus the sensory stimuli in their environ-
ments activating a selective attention mechanism [Parkhurst et al.
2002]. This is because users attentional resources are limited; There-
fore, it is likely that the salient stimuli that capture our attention
will also direct our future choices and behaviors [Pashler et al. 2001].
Which stimuli individuals find to be salient is not merely random or
accidental but is related to person-level variables such as motivation.
Also, research states that salient sensory, emotional, and mental
information is filtered, processed, and analyzed through various
attentional structures, which can be automatically or consciously
regulated [Calvo and Nummenmaa 2007].

The literature focused on the interplay between visual attention
and emotion is vast. In a study conducted by Schupp et.al [Schupp
et al. 2007], participants were exposed to a stream of high arousing
and low arousing visual material. The study showed a variation
of brain event related measures on the participants based on the
the different presented stimuli. These results seem to indicate that
emotion augmented attention effects.
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Figure 2: Participant during interaction with the virtual pa-
tient in the Rapid Response Training System.

Other research has explored the relationship between emotion
and animation and their effect on emotion contagion in VR. This
research suggests that animation of a virtual agent can have a pos-
itive impact in mediating the Uncanny Valley effect with virtual
agents [Wu et al. 2014]. Moreover, this research propose that virtual
agent animation is important in eliciting emotional responses of
participants in simulated human-virtual human interaction. This
elucidates the importance of virtual human animation for generat-
ing compelling and emotionally engaging reactions in users.

Prendinger et al. [Prendinger et al. 2006] examined users’ gaze
behavior when interacting with life-like interface agents in a web-
site platform. Results showed that visual attention was drawn to
the virtual agent, particularly when the agent produced deictic
gestures, and that users directed their attention to the objects the
agent gestured towards. Additionally, visual attention was mostly
drawn to the agent’s face.

Studies have shown that during conversations humans tended to
gaze to VHs in a similar way they do to humans [Rehm and André
2005; Robb et al. 2016]. However, participants in this study spent
significantly more time looking at virtual agent than the time they
usually do to other humans. A possible explanation could be that
due to the limited non-verbal cues expressed by virtual humans,
participants gazed at them for longer time.

Pence [Pence et al. 2014] examined different layouts configura-
tion and the effect on participants’ visual attention in a pediatric
VR taining simulator. Results showed that little visual attention
was directed towards the virtual patients. The majority of time was
spent gazing at the interface elements that were used to perform
the interview task with the virtual patient.

3 EXPERIMENT SIMULATION AND SETUP
The current study was conducted in a medical training simulator
conceived for training nurses in the recognition of signs and symp-
toms of rapid deterioration of patients. This simulator, named the
Rapid Response Training System (RRTS), reproduced nurses’ daily
tasks which include performing medical rounds four times a day,
gathering the vital signs of the patients and reporting them in an
Electronic Health Record System (EHR).

The experiment setup consisted of a 65 inches display and a
21 inches monitor dual screen configuration. The large screen dis-
played the virtual environment and the virtual human at life-sized

scale while the monitor showed the EHR form where users could
input the quantitative and qualitative data gathered during the
interaction with the patient (see Figure 2).

All the elements and procedures in this simulation were care-
fully created with the advice of medical experts. These includes
but are not limited to the behaviors of the virtual patient (VP),
the digital instrumentation, and the requested medical procedures
users performed. For example, the course of the simulation was
divided in four distinct time-steps (TSs) since these are the periods
that nurses visit their patients in this medical facility. Finally, the
virtual patient’s health, appearance and cognitive reflexes declines
after each time-step. This medical deterioration corresponds to real
medical situations that nurses experienced during the course of
their daily shift.

In this system, participants could interact with the VP by access-
ing a set of pre-defined medically relevant questions or by utilizing
medical instruments present in the patient’s environment to mea-
sure his vital signs. The information gathered through the ques-
tionnaire and by the use of medical instrumentation was recorded
in the simulated EHR system. In this research, the RRTS served as
a rich experiment platform for empirically studying how factors
associated with the appearance of the virtual human can affect the
users’ emotional state and visual attentional response.

The current experiment presented three conditions of render
styles of the virtual human and the virtual environment. These
are Near-Realistic (NR), Cartoon (CT), and Pencil-Shader (PS). All
the elements in the simulation in all conditions remained legible
and clear and none of the participants reported any problem on
understanding the displayed information.

For the photorealistic (PR) sample, we created the Near-Realistic
condition. For this scenario the skin textures of the virtual patient
included details such as wrinkles and blemishes to increase real-
ism. Furthermore, the virtual environment used realistic texture
maps and high definition range image based lighting. For the non-
photorealistic (NPR) conditions, we rendered the virtual human
and the environment using Cartoon and a Pencil-Shader materi-
als (see Figure 1). The Cartoon condition used Unity3D’s Basic
Outline Toon shader. This material gives the character a uniform
outline with simplified two-color shading. Only the skin and eye-
ball textures maintained detail in order to provide an outline of
the eyes, eyebrows, and pupils. Specular highlights provided visual
clues about the material type (skin, clothing, etc.) of the model. The
Pencil-Shader condition was implemented using a custom shader to
give the character a hand-drawn charcoal sketch-like appearance. A
drawing technique called hatching was used, which refers to closely
spaced parallel strokes that follow the curvature of a surface to
define volume and materiality. No color is used in this condition, in-
stead the density of the hatch marks defines tone, where less dense
strokes denotes a lighter tone and denser strokes a darker tone.
Cross-hatching is also applied to create darker shades by layering
strokes at different angles.

We aimed to provide a consistent user experience among experi-
ment conditions within the RRTS, to avoid any possible confounds
due to differences in virtual environment and instrument appear-
ance. Thus, the only controlled difference in the experimental con-
ditions were the rendering styles; all virtual human animations and
behaviors, as well as the instrument interactions in the RRTS were
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Figure 3: Timeline of the experiment that participants from the Near-Realisitic (NR), Cartoon (CT) and Pencil-Shader (PS)
experienced in this study.

consistent. Since our main interest is in investigating how different
rendering styles affect users’ visual attention and emotion, we se-
lected these specific rendering styles based on the existing literature
of realistic and non-photorealistic computer graphics [Halper et al.
2003; MacDorman et al. 2009; McDonnell et al. 2012; Zibrek and
McDonnell 2014].

3.1 Research Questions and Hypotheses
In the present examination we are interested in answering the
following questions:

(1) which one was the stronger variable between the users’ emo-
tion and attention during the interaction with the virtual hu-
man at different time-steps of the experiment?. This question
seeks to answer if users’ attention influenced their emotion
or if the users’ emotion influenced their attention during the
different time-steps of the simulation.

(2) Over the four time-steps of the simulation, to what extent
did the negative affective behaviors of the virtual humans
alter users’ emotion and attention?.

Moreover, based on existing literature on virtual humans we pro-
duced the following hypothesis:

(1) Users’ emotions would be the stronger response than atten-
tion over the four time-steps of the simulation. We based
this hypothesis on the literature that suggest that increasing
affective content seems to produce higher levels of arousal
in humans [Bernat et al. 2006].

(2) The virtual patient’s incremental negative affective behavior
will increase user’s emotion and visual attention scores. We
based this hypothesis in literature that states that emotional
content seems to have more influence on the users’ attention
over neutral imagery [Nummenmaa et al. 2006].

Figure 4: Locations where gaze allocation was tabulated.

(3) The CT rendering style condition will score higher visual
attention values than the PS or NR rendering styles. We
base this decision in the current literature that suggests that
agents that possess cartoon like rendering style are perceived
to be more amicable and agreeable [McDonnell et al. 2012;
Zibrek and McDonnell 2014].

3.2 Participants
We recruited a total of 45 participants, male (N=28) and female
(N=17), between the ages of 18 and 50 (mean age 26.17) from a
University Campus.

3.3 Study Design
The experiment was of a 3×4 mixed factorial design. Independent
variables were the rendering styles of the virtual simulation, and
the four time-steps (TSs) during which the virtual patient’s distress
increased. The between-subjects condition was the rendering style:
Near-Realistic (N=15), Cartoon (N=15) and Pencil-Shader (N=15).
The within-subjects condition was the virtual patient emotional
distress at each time-step of the simulation. As time progressed, the
virtual human’s vital signs declined rapidly, and this was reflected
by his mood and declination of his cognition, and his appearance.

3.4 Methodology
After obtaining consent, participants filled a demographic ques-
tionnaire and surveys regarding their current disposition. Next, the
experimenter carefully explained the study and showed how the
simulation functioned. Then, users practiced the procedures needed
to perform in the study until they stated they had fully understood
it. Then, the experimenter proceeded to calibrate the eye tracker
using a 9-point calibration sequence provided by the Gazepoint
GP3 eye tracker software. Following successful calibration, partic-
ipants started the first time-step and were asked to interact with
the VP, Bob, by asking questions, using the virtual instruments
as needed to medically assess his condition, and to record their
observations in the EHR system. At the end of each TSs, partic-
ipants filled out a Differential Emotion Survey (DES) in order to
keep track of their current emotional state after the interaction.
Finally, at the end of the fourth time-step, users filled out the DES
survey [Van Der Schalk et al. 2011] and were debriefed. Figure 3
shows the experiment time-line for the different conditions.

3.4.1 Statistical analysis. In order to determine if it is attention
affecting or predicting the users’ emotion or vice-versa over the
course of the experiment, we implemented a cross-lagged panel
model (CLPM) [Rogosa 1980]. This is a statistical method that can
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be used to analyze reciprocal relationship or directional influences
between variables over time [Kearney 2017; Kenny 1975]. The CLPM
estimates relationship between one variable to another (“crossed”)
over different periods of time (“lagged”). This method provided us
with statistical evidence about the relationship and directionality
between variables over the time-steps of the experiment. The result
of the CLPM will show which was the stronger predictor between
the variables of study (Attention and Emotion). This was important
for producing a data driven mediation model between different
rendering styles, Attention and Emotion.

4 DEPENDENT MEASURES
During the experiment we collected the participants’ gaze using a
Gazepoint Eye Tracker GP3 sampling at 60 Hz. Then, in an off-line
process we replayed it and emitted a ray using the average of their
left and right eye positions (see Figure 5 ). In case of a collision
between the emitted ray and a geometry of concern we computed
our variables on interest. We grouped the scene objects into 10
categories, shown in Figure 4. For the final analysis, we collapsed
them into four groups: Virtual Human (VH), User Interface (UI),

Figure 5: Image of the post visualization tool interface.

Figure 6: Graph showing the Beta coefficients and P-values
in parenthesis of the mediation effects between Object Time
Percentage and Shame on time-step 1 of the simulation.

Tools, and Environment. However, we focused our analysis studying
how users’ visual attention and emotional response varied between
conditions only towards the virtual human.

Users’ gaze yielded several dependent variables used to measure
visual attention of the users during the interaction with the virtual
human.

4.1 Fixation Categorization
We processed the collected data and categorized human eye motion
into fixations and saccades [Duchowski 2017]. Fixations occur when
gaze remains focused on a specific area for longer than a given
threshold while saccades are rapid, discontinuous motions where
the eyes move from one fixation point to another. We intended to
detect where the eye fixates and when the motion signal changes
abruptly, indicating the end of a fixation and the onset of a saccade.

In our analysis, fixations and saccadeswere detected by a velocity-
based algorithm using the Savitzky-Golay filter as suggested by
Nyström and Holmqvist [Nyström and Holmqvist 2010]. This algo-
rithm functions assuming that the eye movement signal is recorded
at a uniform sampling rate. Successive samples are differentiated to
estimate eye movement velocity. Fixations are either implicitly de-
tected as the portion of the signal between saccades, i.e., the portion
of the signal where the velocity falls below a threshold. We used the
Savitzky-Golay filter for differentiation [Savitzky and Golay 1964],
preceded by smoothing of the raw data with a 2nd order low-pass
Butterworth filter with sampling and cutoff frequencies set to 60
and 1.65 Hz, respectively.

4.2 Visual Attention Categorization
We categorized visual attention as Object Time Percentage, calcu-
lated as the amount of time gaze was elicited towards the virtual
human during conversation divided by the total conversation time
in that time-step.We also derived the Fixated Time Percentagewhich
is the total time fixation towards the virtual human divided by the
total amount of time participants fixated on all the objects in that
time-step. This variable was implemented to analyze the Fixated
Time users gazed towards the virtual human.

The difference between Object Time Percentage and Fixated
Time Percentage is that the first is the percentage of all the time
(independently if there was a fixation or not) that users gazed
towards the virtual human while the second is only the percentage
of time calculated only when there was a gaze fixation toward the
VH.âĂİ Finally, the Transitions per Minute was the total number of
gaze transitions from the conversational UI to the virtual human
during conversation per minute at that time-step. This variable was
conceived to examine the number of “quick gazes” users performed
during simulated dialogue on the experiment.

4.3 Emotional response Measures
The Differential Emotion Scale (DES) questionnaire in our experi-
ment was based on the DES IV modified to reduce the item count
to 30 [Van Der Schalk et al. 2011]. There are 10 emotion cate-
gories scored in the DES: Interest, Enjoyment, Surprise, Sadness,
Anger, Contempt, Fear, Guilt, Shame and Shyness. Participants
used a 0-9 Nominal scale to express how strongly they felt about
each item, with 0 indicating Never and 9 indicating Extreme.
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Figure 7: Graphical representation of the cross-lagged panel model used in this study. We presented the P and Beta values.
Black arrows indicate correlation between emotion and attention and the colored arrows show regressions during time-steps
between the different conditions of the Virtual Human.

Table 1: Results from the regressions showing Beta coefficients and P values in parenthesis.

Object Time Percentage (OTP)
Condition on Attention Attention to Emotion Condition to Emotion

TS 1 TS 2 TS 3 TS 4 TS 1 TS 2 TS 1 TS 2
OTP PS, 0.3(0.04) PS, 0.426(0.002) PS, 0.276(0.047) PS, 0.3(0.037) Interest 0.378(.009) Interest

Enjoy 0.312 (0.5) Enjoy PS, 0.385 (0.016)
Surp 0.385 (0.008) Surp
Distr 0.246 (0.05) Dist CT, 0.361 (0.010)
Anger 0.459 (<0.001) 0.385 (0.008) Anger PS, -0.414 (0.003)
Cont 0.368 (0.043) Cont
Fear 0.64 (<0.001) Fear
Guilt 0.337 (0.015) Guilt PS, -0.314 (0.031)
Shame 0.299 0.024) Shame
Shy 0.38 (0.05) Shy PS, -0.320 (0.018)

Table 2: Results from the regressions showing Beta coefficients and P values in parenthesis.

Fixated Time Percentage (FTP)
Condition on Attention Attention to Emotion Condition to Emotion

TS 1 TS 2 TS 1 TS 2 TS 1 TS 2

FTP PS, 0.289 (0.05) PS, 0.385 (0.004)
CT, 0.325 (0.05) Interest 0.337 (0.021) Interest

Enjoy 0.333 (0.038) Enjoy PS, 0.289 (0.05)
Surp 0.375 (0.012) Surp
Dist Dist CT, 0.358 (0.012)
Anger 0.474, (<0.001) 0.446 (0.001) Anger PS, -0.413 (0.003)
Cont Cont
Fear 0.595 (<0.001) Fear
Guilt 0.307 (0.023) Guilt PS, -0.302 (0.037)
Shame 0.295 (0.025) Shame
Shy 0.335 (0.017) Shyn PS, -0.302 (0.037)
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5 RESULTS
5.1 Quantitative results
5.1.1 Cross-lagged Panel Model. Figure 7 shows the result of our
CLPM for “Anger” DES dimension. In this model attention in time
1 and 2 could predict emotion in time 2 and 3 respectively. We
observed the same pattern for all the emotions. Also, we observed
the same pattern for the different rendering style conditions so we
reported the overall model. Based on these results, in the mediation
analysis we produced a mediation path from Attention to Emotion.

5.1.2 Mediation Analysis. We implemented a path analysis to eval-
uate our independent and dependent variables. This analysis is a
graphical representation of multiple regression models that shows
the relationship between dependent and independent variables. Fig-
ure 6 depicts the multilevel path model used for analyzing the causal
(reciprocal) relationship between emotion and attention during the
different TSs of the experiment. We formed this model based on the
results of our cross-lagged panel model that showed that Attention
was a predictor of Emotion during the different time-steps of the
simulation. Figure 7 shows the Beta coefficients and P-Values from
the regressions.

The graph contains the dependent variables in circles and the ar-
rows show linear regressions. The arrows include the standardized
beta coefficient that represents the effect size and also a p-value
showing significance of the effect.

5.1.3 Object time Percentage. In our mediation analysis, a regres-
sion was used to investigate the extent that Attention mediates the
effect of Render Style of virtual human on Emotion. Results indicated
that the Render style of the virtual patient was a positive significant
predictor of Attention in all the time-steps of the simulation. Re-
sults also showed that Attention was a positive significant predictor
for Emotion in time-steps 1 and 2 of the simulation. Furthermore,
analysis revealed that the PS condition had a direct negative effect
on Anger, Guilt and Shyness in time-step 1 and a negative direct
effect of all render styles on Anger. In time-step 2, The PS style
had a direct effect on Enjoyment/Joy and the cartoon condition
directly affected users’ distress. Refer to the Table 1 for a detailed
description of the results.

5.1.4 Fixated time Percentage. Results indicated that the Render
style of the virtual patient had a significant positive effect on Atten-
tion in time-steps 1 and 2 of the simulation. On time-step 1, only
the PS render style had an effect on Attention while on time-step 2,
the PS and CT render styles had a direct positive effect on Fixated
Time Percentage metric.

The analysis also revealed that Attention had a positive causal
influence on Anger, Fear and Terror, Guilt, Shame and Shyness cate-
gories of Emotion in time step 1. In time step 2, Attention positively
influenced Interest, Enjoyment/Joy, Surprise, and Anger. Further-
more, analysis revealed that the PS render condition had a direct
negative effect on Anger, Guilt and Shyness in time-step 1. In time
step 2, the PS style had a direct effect on Enjoyment/Joy. Refer to
the Table 2 for a detailed description of the results.

5.1.5 Transitions per Minute Results. During simulated conversa-
tions, the PS condition had a significant positive effect on users’
Attention in time-steps 2, 3 and 4 of the simulation.

Table 3: Shows the significant findings between the different
conditions, attention and emotion during the different time-
steps of the simulation.

Transitions per Minute (TPM)
Cond. to Atte. Atte. to Emo.

TS 2 TS 3-4 TS 1
TPM PS

0.343(0.019)
PS 0.343(0.017) Int 0.315(0.026)

Enj
Surp 0.352(0.006)
Dist 0.247(0.037)
Ang 0.177(0.05)
Cont
Fear 0.253(0.02)
Gui
Sha
Shy

Analysis also revealed that Attention was a significant positive
influence on Interest, Surprise, Distress, Anger and Fear categories
of Emotion but only in time-step 1. Table 3 shows results of the
regression analysis.

6 DISCUSSION
We empirically analyzed how different render styles of a virtual
human and environment altered users’ attention and emotion in an
interactive virtual training simulator. The render styles conditions
represented a sample from the photorealistic to non-photorealistic
continuum, namely Near-Realistic (NR), Cartoon (CT) or Pencil-
Shader (PS) styles (See Figure 1). In a mixed designed study, users
related with a virtual human that exhibits negative affective behav-
iors due to health declination over the course of four time-steps.

During the experiment, we collected users’ emotional disposition
through the DES questionnaire and their gaze by an eye tracker.
After off-line processing, we produced a cross-lagged panel analysis
in order to determine which was the stronger predictor between
attention and emotion during the course of the experiment (see
Figure 7). Based on the the cross-lagged results we analyzed how
emotion varied based the different rendering condition styles and
how this was mediated by attention (See Figure 6). Finally, it is
important to point out that we interpret increased attention as a
sign of attraction to the stimulus, however, it could also interpret
this as a sign of repulsion[Cheetham et al. 2013].

To the question: “which one was the stronger variable between the
users’ emotion and attention during the interaction with the virtual
human at different time-steps of the experiment?”, results showed
that attention was a stronger causal influence of emotion for the
subsequent time-steps of the simulation. We could produce such
statement since no differences between rendering groups were
found. This means that users from the near realistic to the non-
photorealistic conditions reacted in a similar manner (Figure 7).
The results from the cross-lagged panel suggest that the path in the
mediation model should derive from Attention to Emotion.

To the question: “Over the four time-steps of the simulation, to
what extent did the negative affective behaviors of the virtual humans
alter users’ emotion and attention?”, our results suggest that the
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negative affective behaviors altered the users’ emotions and visual
attention significantly. Recall that the distress of the virtual patient
increases as time progresses, showing a very noticeable declination
of his vital signs, behavior, and appearance in TS 3 and 4. This evi-
dent negative conduct of the virtual human seems to have impacted
the users’ attention and emotion since the most significant results
are found in the earlier time-steps of the simulation (See Table 1
and 2). During TS 1 and TS2, when the virtual human’s vital signs
are still not severely negative, results are mostly significant.

Analysis of Object Time Percentage and Fixated Time Percent-
age showed a similar pattern between the different pathways of
rendering styles on emotion with mediation of attention. Overall,
the Pencil-Shader condition drew more attention than the Near-
Realistic style in all the time-steps (Object time percentage) of the
simulation and in the first two time periods (Fixated Time Percent-
age).

Furthermore, attention showed a stronger influence on emotion
in the fist two time-steps with very mild influence in the third time
period. Finally, users in the PS rendering style condition showed a
negative relationship between Anger, Guilt and Shyness while users
shown the Cartoon style showed a positive relation to Distress.

The Transition per Minute measure is a measure that indicates
the number of times users gazed towards the virtual human from
the conversational User Interface questionnaire during simulated
dialog. A granular analysis of this data shows that rendering style
was significant in the PS over the NR condition in time-steps 2, 3 and
4. Additionally, attention significantly influenced Interest, Surprise,
Distress,Anger and Fear only in time-step 1 of the simulation. In this
period the virtual patient presents a very mild negative affective
behavior during the simulation.

Based on our findings, we cannot support our hypothesis that
users’ emotions would be a stronger causal influence than attention
during the four time-steps of the simulation since our cross-lagged
model showed that attention produced the stronger influence.

Based on our results from analysis of Object time Percentage and
Intersections per Minute, we support our hypothesis stating that
negative emotional behavior of the virtual patient over time would
impact visual attention

Finally, the results from our mediation analysis showed that the
most significant effects occurred in the PS condition; Therefore,
we reject our hypothesis that the virtual human Cartoon condition
would elicit the higher attention scores.

7 CONCLUSION
To our knowledge, this research is one of the first in empirically
examining the mediation of realistic and stylized virtual human on
users’ emotion and attention in an interactive training simulator.

First, our cross-lagged analysis showed that attention had higher
influence over the users’ emotions during the different time-steps of
the simulation. Participants’ visual attention, independently on the
condition that participants were exposed to, prioritized their visual
input over their inner emotional response. This finding highlights
the importance that the visual stimuli had over emotion during the
extent of an interaction with a virtual human.

Second, our mediation analysis showed that users gazed more
at the virtual human depicted using a pencil shader rendering style

during the four time-steps of the simulation. In addition, visual
attention only influenced users’ emotions during time-step 1 and 2,
when the virtual patient presents the lowest negative affect behav-
iors. However, during the later time-steps when the virtual human
presents the higher emotional stress behaviors, users’ attention did
not alter their emotions.

Our findings have direct impact for designing virtual humans in
medical training and social simulations. Selecting the correct ren-
dering style algorithm is critical since it can enhance or discourage
users’ visual attention towards specific objects in the simulation.
Specifically, this decision is imperative in medical training scenarios
where users are expected to gaze to the virtual human for monitor-
ing and examining closely their behaviors and manifestations of
illnesses for data gathering. Moreover, visual attention did not alter
users’ emotions in the later and critical time-steps of the simulation.
This is an unfavorable effect in educational training simulators
since emotion and cognition are closely linked [Lazarus 1982].

Our results have implications to the Uncanny Valley effect ex-
isting in synthetic digital characters. Presenting anthropomorphic
virtual agents depicted realistically, can affect users’ expectations
not only about their technical capabilities but also users’ can notice
imperfections on the animations, facial expressions and cognition.
This can have a detrimental effect on visual attention towards
characters presenting realistic rendering styles. Therefore, in simu-
lations where the virtual character mimics a real human but does
not possess the technical abilities to show realistic animation and
capabilities close to a real human, a non-realistic appearance might
be more effective [Knijnenburg and Willemsen 2016].

Several hypothesis could explain the users’ emotional diminish-
ing during time-step 3 and 4. Perhaps users used their gaze as an
adaptive strategy to regulate their emotional experience while inter-
acting in the simulation [Todd et al. 2012; Wadlinger and Isaacowitz
2011]. Since the virtual patient shows the highest levels of negative
emotional distress in the time-steps 3 and 4, maybe users’ shifted
their gaze away from the virtual human and focused their efforts
on completing the task. This type of tunnel vision effect has been
noticed in medical practitioners when handling critical situations in
a hospital setting and could potentially explain the results found in
this study [Ellis and Bryson 2005]. Finally, another possibility could
be that prolonged exposure to the simulation might have caused a
reduction on sensitivity to that stimulus; therefore, a decrease in
the users’ emotions [Cheetham et al. 2013].

8 LIMITATION AND FUTUREWORK
A limitation of the current investigation is that the rendering quality
of the Near-Realistic condition style could be enhanced. Despite the
fact that non of the participants reported any complains about the
appearance of this condition, current technology provide the tools
for creating more realistic virtual humans. Moreover, the dialogue
metaphor for interacting with the virtual patient could be natural
speech rather than a graphical user interface.

In a future study, we would like to compare learning outcomes
between the current desktop VR scenario setup and an immersive
virtual reality environment. In this experiment we would like to
compare social presence, task performance and rapport.
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